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Abstract-Noneonscrvatively loaded columns. which have stochastically distrihuk-d material prop
erty v,IIues and stochastic lo,'dings in space arc considered. Young's modulus and mass density arc
treated to constituh: random fields. The support stilTncss coellieient and tip follower load arc
el>nsidered to be random variahies. The tluetuatil>ns of .:,ternal and distrihut.:d loadings ar.:
consid.:r.:d tl' e<>nstitut.: a random fidd, The variatil>nal formulatil>n is adopl.:d to get the dilTerential
equation and hlllll1dary el>nditil'ns. The non sdf-adjoint operatl'rs arc used at tl,,: houndary of the
regularity domain. The statistics Ill' vihration frequencies and nllldes arc I'htained using the standard
perturhationlllethod. hy treating the tlu<:tuations to be sll'chastic perturhations. Linear dependence
of vihratil"l and stahility paralllekrs over property value tlu~·tuatil>ns and loading tluctuations arc
assumed. Rounds li'r thc statistics of vihration frcquencies arc ohtaincd. The crilical load is lirst
evaluated for the averaged prohlelll ,lIId the cllrrespol1lling eigenvalue st'llistics arc sought. Then.
Ihe fre1luency .:qualion is ':l11ploY"d to transform th.: .:ig.:nvalu.: statislics 10 critical load statistics.
Specialization of th.: g.:neral proc.:dur.: to Be,·k. L.:ipholz allll I'tlug.:r colul11ns is earri.:d out. For
I'tluger eolullln. nonlinear transforl11ations arc avoided hy direclly .:,pr.:ssing th.: critical load
stalistics in tcrllls Ill' IIIput vari'lhlc slatisti<:s.

I. INTRO()l!CTION

Wilh the advancement of space mechanics and rockelry. lhe study of lhe slahility hehaviour
of rockets. missiles. elc .. has gained considerahle importance. The inertia forces arc alw.tys
direcled in the opposite direction to the motion whereas the drag forces arising from fluid
frictional efl'cct arc always tangential to the deformed axis of the wlumn. if the missile or
rocket is idealized as a column. Such nonconservative loadings give rise to the definition of
the dynamic stability criterion. Since lhe system lacks adjacent configumtions of static
equilibrium. in the presence of follower forces. the method of small oscillations is 10 be
adopted for determining its stability behaviour. A detailed theory for such nonconservative
systems can be obtained from Bolotin (1963). Ziegla (I96S). Herrmann (1967) and Leipholz
( 19S0).

This class of structures is more import.lnt and sensitive to any deviations from an
idealized mathematical model as in Laudiero ('( al. (1991). Pedersen and Seymnian (1983).
Pedersen (1977), Bolotin and Zhinzher (1969), Smith and Herrmann (1972). Sundararajan
(1974). SugiY<lma ('( al. (1974), Kounadis (19S0. 19S1. 19S3) and Plaut and Inl~lIlte

(I970a,b). Recently. the probabilistic description of strength parameters. m<lterial proper
ties. geometric boundary conditions and external loadings is gaining much momentum. A
witness to the recognition or lhis f~lct is the recenl spurl in lhe rese<lrch activity (Bolotin,
1967. 19S9; Tsubaki and Bazant, 19S:!; Soong and Coaarclli. 1967; Zhu. 1985; Schueller
.lIld Shinozuka. 19S7; Shinozuka. 19S7; V<lnmarcke. 19S3; Augusti ('( al.• 1981 ; Hoshiya
.lIld Shah. 1971 ; AuguSli ('( ClI.• IlJX4; Shinozuka and Lenoe. 1976).

The usage of modern construction materials like RCC in civil engineering <lnd libre
reinforced composites in aerospace engineering has not only underlined the inclusion of
uncertain parameters in the analysis procedures. but also demands the optimization of
design variables in a stochastic environment. In this regard the works by Jozwiak (1985.
1986) can be cited. Moreover, the condition monitoring techniques are also being developed
wherein the eigensolutions playa key role (Pye and Adams. 1982; Gudmundson. 1984).
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To serve the purpose of monitoring. the deviations of such eigensolutions when the system
parameters are uncertain. need to be studied in detail. In the works by Boyce (1968).
Soong and Cozzarelli (1976). Vom Scheidt and Purkert (1983) and Ibrahim (1987) random
eigenvalue problems are considered in detail. In the area of stochastic stability analysis.
research activity is directed along the following two lines: (I) deterministic systems subjected
to random loading in time which is a classical random vibration problem (Wedig. 1977;
Kozin. 1988; Herrmann. 1971; Pi el al.. 1971; Seide. 1986; Ariaratnam and Xie. 1988;
Ariratnam. 1967. 1971; Plaut and Infante. 1970a.b). and (2) stochastically parametered
and conservatively loaded systems (Collins and Thomson. 1969; Shinozuka and Astill.
1972). Nonconservative. non-self-adjoint stochastic systems need to be studied. as can be
seen from the literature survey.

In this paper. a general analysis is presented for stochastic systems subjected to stoch
astic circulatory forces. to obtain the statistics of critical loads for such systems.
Specialization of this analysis is affected for Beck, Leipholz and Pfluger columns.

The stochastic fluctuations of Young's modulus and mass per unit length are treated
as one-dimensional. univariate. homogeneous stochastic fields. spatially distributed. The
tangential loading over the column is viewed as a one-dimensional, univariate, homogeneous
stochastic field in space as the individual value deviations are stochastic.

2. SYSTEM DESCRIPTION

The mass distribution is represented by

m(x) = ,"[1 +h(x)]. (I)

where x is the spatial variable. "I is the mean value of the stochastic process representing
the mass distribution and h(x) is a spatially distributed. one-dimensiomtl. univariate. homo
geneous. zero mean stochastic field representing the deviations or fluctuations of mass
distributions about its mean value. Similarly. the Young's modulus and the distributed
nonconservalivc loadings arc described ,IS.

E(x) = £[1 +a(x)].

g(x) = g[1 +tI(x)],

(2)

(3)

where Eand g arc the mean values of the random processes E and 9 respectively. a(x) and
d(x) are two independent. one-dimensional. univariate, zero mean. stochastic fields which
<Ire also homogeneous. representing the fluctuations of E and 9 distribution about their
respective mean values. The autocorrelation functions of a(x). b(x) and tI(x) are given by

R,/<,(;) = <a(x) ·o(x+:». (4)

(5)

(6)

where R",,(;). RM (;) and R.IA;) are autocorrelation functions of random processes a(x). b(x)
and tI(x). respectively. The power spectral density functions Saa{f). Sbb{f) and S",,{f) are
given through Wiener-Khintchine relations. In the above. =is the separation distance and
fis the frequency.

The tip tangential nonconservative axial loading is given as

P = P[J +c]. (7)

where c is a random variable with zero mean and variance (1;. and P is the mean value of
P. The elastic support parameter is given as
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Fig. I, Column conligurations with followcr loauings anu Winkler founuation.

K = .<'[1 +k). (8)

where k is a zero mean random variable with (1; as its variance. Kis the mean value of K.
The extended variational principle (Leipholz. 1980) reads as

r [f {dd (~J~)t)\l'+t)II-Q[1I'1+F(X.l)611'}dl'J/.. /' t l,ll,

- r ,(t*(II')'D*(t)II')+t*(t)II')'O*(II'»dR- r P[1I'1611'6RJdt = O. (9)
J~ J~

where

is the spatial coordinate.
is time.
is a time interval.
is the volume of the system.
is the surface consisting of RL • a supported part and RF , a free part.
is the kinetic energy density so that T = I,., dv, where
is the total K. E. of the system,
is the potential energy density so that U = I,.II dv, where
is the total P. E. of the system.
is a virtual displacement.
represents those volume forces that do not have a potential,
represents those surface forces that are without a potential,
is a prescribed driving force.
is the "vector" of those internal forces that become apparent in RL • if that part of
the surface is released from its constraints.
is the "vector" of corresponding displacements.
= iJlI'!ct. deflection velocity. II' is the deflection.

For the columns shown in Fig. I. we have,
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( 10)

where the prime denotes differentiation with respect to x. lI' is the lateral displacement. WI'

the deflection velocity.
\Ve also have.

So. we get.

and

P[II'] = - P(I +c)(II"), (12)

(13 )

()II _ __

. = P(I+c)Il'''+!j(I+cI(x»)[(L-x)'II'']'+[£(I+a(x»'{'w''j''-K(I+k)II'. (14)
()II'

Following Leipholz (19S0). introducing the following functions

</'1 = -.(i(I+cI(x»(L-x)II"-P(l+c)ll"-{l~(I+a(x)){'II·"J'. (15)

('11 _

</,! = i ,,= H(I +a(x»'/'II''', (16)
Oil'

the dill'erential equations and boundary conditions can be derived as in the deterministic
casco

The dil1"crcntial equ'ltion is given as:

IiI (I + h(x»li', + [R( I + a(x» 111"']" +,Ij( I + cI(x»(L - x)' Il''j'

+ p( 1+ c)1I''' +g(l + d(x» 11" + KII' = F(x, f). (17)

The boundary conditions can also be separately generated. For example, we can get the
following set of boundary conditions for the column shown in Fig. I(a) :

11'(0, f) = 11" (0. t) = 0,

/~[I +a(L)JIII'''(L,t) = [E(I +a(x»III'''(X,f)nx_L = O.

( 18)

( 19)

In addition. we arc having the initial conditions ubout II' and Ii' at the time origin.
The dil1crential operutors of eqn (17) arc non.sclf-adjoint. i.e.unsymmetric. But there

is a domain in the plot of vibration frequency vs nonconscrvative load parameter, wherein
the dil1i:rential operators beh'lve as their sclf-udjoint counterparts. This domain is classically
known as the "Regularity domain" (Leipholz. 1986). Physically. any point corresponding
to the region beyond this "Regularity domain" represents the load parameter. which causes
the amplitude of vibration to increase exponentially. The states of the system with bounded
amplitudes correspond to the load p.lrameter space given by the region within the regularity
domain. So. the operators can be considered at the boundary of this domain for stability
investigation. In order to get the regularity domain. the variable separable solution is
employed. and the eigenvalue equation F(w;, q) = 0 (where w; is the vibration frequency
of the column corresponding to the load parameter q) is derived for the loading parameter
q. Since stochastic quantities arc involved in the differential equations. the stability limits
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Fig. 2. General stability domain for stochastic columns subjected to stochastic follower loads.

which define the boundaries of the "Regularity domain" will have a stochastic fluctuation
(see Fig. :!). The fluctuations of any boundary point on the "Regularity domain" are treated
as random perturbations of the mean value of that point. This enables one to use the well
developed procedures for analysing the deterministic nonconservatively loaded columns to
solve the averaged problem.

Once the "Regularity domain" is obtained, the response behaviour can be obtained
through suitable methods like modal analysis (Leipholz. 1986). In the light of the above.
to ascertain the st,tbility of the system, the consideration is about the fundamental problem,

where

III (1I',,) = O.

(:!O)

(21 )

D(II',,) = [/?( I +a(x»/II';:1" +l!i(l +cI(x»)(L-x)llI': + p( I +c)II': +K(I +k)II'". (22)

,tnd "t(') is the boundary operator.
Letting

lI'(x. t) = L X"(x)· T,,(t).
"~I

on substituting into eqn (17). we will get,

[E( 1+a(x) )IT"(t)X: (.\"»)" +g( I +d(x»(L - x)X: (x) T"(t)

+J'(I +c)X:(x)T"(t)+K(1 +k)X"(x)T"(t)+lil(1 +h(x»X"(x)T.(t) = O. (23)

Since

(24)

using the normalized coordinate ~ = xlL and cancelling T"(t) throughout, we get.

I _ 1 I
LJ[E(I+Cl(~L»IX:W),,+ L~·[X~(~)·.cj(l+d(~L»·(L-~L)I+ l}

x P( 1+ c)X: (~) + K( I +k)X"(~) - IiI ( I +h(~L»(I),; X,,(~) = O. (25)

This is a lincar ditTerential equation with variable coefficients.



Z97!S

As

S. A:-iA:>ITHA RAML' ~l 1.11.

i.e. Jacobian is "L".
Multiplying eqn (25) by L ~ and dividing by EI. we get

{[1 + aa(~)]X; (~)}" +gLG(I -~)( I + yd(~»X~ (~)

+PG(I+c)X~(~)+tTK(I+k)Xn(~) = ;'n(l+fJb(~»Xn(~). (26)

where

. w; ";IL ~"n =----- and .iit = gL
EI

and :x. fJ and yare perturbation p<lrameters.
To characterize the stochastic quantities in terms of perturbations as we discussed

above. we introduce:x. fJ and y to be associated with Cl(~). h(~) <lI1d d(';) into the differential
equation. At the end of the analysis :x. pand y can be set equal to unity.

Employing the exp,lI1sions

(27)

and

the differential egn (26) becomes

([I + :xa(';)][X':,W +:xX'; (~) + IfX'~(~) + yX'J(~) + cX~(,) +kX';(~»)}"

+ ihG( I -~)( 1+ yd(';» {X~(';) + aX'; (.;) + IfX'~(,) +yX';(';) +('X~W

+kX';(';) + .. o} + PG( I + C):X~(,) +aX';(';) + IfX:;W + ,'X';W

+ cX~(';) +kX';(';)+ 0 • o} + K( I +k)r,{ XoW + :xXI (.;) + IfX2(~)

+yX3(,) + cX~(,) +kXs(';) + ...} = Po +a)., + {f;'2 +";.1 +d~ +kJ. s+ .. o}

x {Xo (';) + aXI (~) + fJX!(~) + 1'X3(';) + cX~(~) +kXsW + ... }{ I + Ifh(~)}. (29)

From this. the generating solution can be obtained as satisfying the following equation:

We can also obtain the following system of equations containing the perturbations of ;'0
and Xo (') :

X';" (~) + (gLG -gL . G~)X';(,) + aWX;" (.;) + PGX';W + 2a'(,)X;'(~)

+a"WX;(,)+K"X,(~) = )'oXI(~)+;'IXo(~), (31)

X'2"(~) + (gi.G -gLG~)X:;(~)+ PGX'2(~) + K"X!W = ;,oX!(~) + ;'oXo(,)h(,) +;'2XoW.

(32)
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X'j(~)+ (9LG-gLG~)(Xj(~) +d(~)X:(~» +PGX:;(~) +gI1XJ(~) = ;'QXJ(~)+;'JXQ(~)'

(33)

X~" (~) + (gL G -gLG~)X~(e) + PG(X~( ~)+ X~(e» + gI1XJ(~) = ;,oX~(~) + ;.~Xo(~). (34)

Xs"(e) +(gLG-gLGe)X'S(~)+PGX'5(~)+gl1(Xs(e)+XQ(~» = ;'oXs(e) + ;·sXo(~)' (35)

Particular cases
(a) Beck column. The boundary conditions are given below:

w(O. t) =O.

w'(O. t) = O.

Elw"(I. t) = O.

[Elw"(1. t)]' = O.

Xn(o) = O.

X~(o) = O.

X;(I) =0.

X;'(l) = O.

Considering eqn (30). by setting K = 9 = O. the solution of Xo(~) is as follows:

where

p= PG.

Further. C" C2• CJ and C4 arc constants.
The characteristic equation is now given by the condition.

I
rl sin rl +r2 sinh r2 d cos rl +d cosh '21_

, 'h J. J . h - O.-rj COS'I -ri COS'2 '. SIO rl -r2 SIO r2

I.e.

(37)

(38)

(39)

The critical load of the Beck column with averaged properties E. I. Pand Ii' is given by

(41)

Using this value of p. and other parameters, '1 and '2 are evaluated. The constants C 1,

C h C J and C4 are evaluated from these values of r. and '2' The expression for Xo(~) now
corresponds to the boundary point of the "Regularity domain" and it represents the
deflected shape of the column at the instability point.

(b) Leipholz column. The boundary conditions are the same as those for the Beck
column. Considering eqn (30), by setting K =P = O. Xo(e) can be solved using these
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boundary conditions. The: e:xpansion functions for the: de:te:rministic case (Leipholz. 1980)
are: e:mployed for the: ave:raged proble:m. So.

(42)

. 'f .(-.£-, 6Q" -£-,)'I. _.j J. 1.'£/) _. 1.- _, .• .1.(£/ - _ II)

M,,= 1+ ~~(I-';-) -7~' " '(1-.;-) +S!(I-.;-) + IO~5~2! (I ..... ,,::) + ....

(43)

". (I -.:)' - -: i.' ({I-IEt]( (_()" +.... (45). 9~ . I .

II". II I and II ~ an: constants of the mode shape.
J-'rom these. the Ilutter or divergent loads can he ohtaine:d for each case:. accordingly.

(c) I'/ftl,{/cr CIII/II/I/I. The dilli:rential equation is the same as that of the Le:ipholl. column
but the houndary conditions need to be modified as follows:

Ir(O. I) = O. X" (0) = O.

II''' (0, f) = 0, X;;(O) = 0,

11'( I. I) = 0, X.,l I) = 0,

11."( 1,1) = O. X;:( I) = O.

The: ge:ne:ral be:ha viour of this column considering the: avc:raged parameters is shown in Fig.
3. The: critical load is the: averaged divergent load. i.e:. Euler buckling case. e:\'t:1l though.cf

Stallliity
domain

r is the di".roence loadc.'

w

Fig. :I. Typical frequency equation plot for averaged Ptluger column.
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is nonconservative. For this column the static method can be employed. So. the statistics
of vibration frequencies are not needed to get the critical load statistics.

3. EIGE~VAlUE STATISTICS

Considering the equation for XI (~). multiplying by Xo(~) and then integrating between
oand I. we get.

. X,,(~) d~+1 1

a(~)' x::" (~). X,,(~) d~+rl

9L • G' x'ao· X,,(~) d~
Ie' Jo

(47)

Substituting eqn (30) into eqn (47). we get

II (/" (~) • X,,(~)· X"W d~ + 2II (/' (~). X::'(~) • X,,(~) d~ +I1 (/(~). X::"(~).'(,(~) d~
;'1 = " " II ..

x,:(~) d~..
(4X)

Adopting a similar procedure. we get

-;... f h(~)' XJ(~) d~
I. ~ = --..---------rXJ(~)d~

PcII x:(~)x.. (~) d~..
i.~ = f ,~.:~(~) d~

and

These values arc substituted in the ;'n expansion. so that

(49)

(50)

(51 )

(52)
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i_, ~ A. +f I {f a" (;) - X;«l -X.«) -d;+ 2fa- (;1 -X;-(;)

X~Wd';
o

-X.(;)d'+f a«l-x;-W-X.«l-d,}- f i_.
X;(¢) d¢

o

1
1 PG{f X~(¢)' Xo( ¢) d¢}

• b(¢) • X;(¢) d¢ +C' ---,-1-----

o I X;Wd¢

f (gIG-gIG~)d(~)X~(¢)Xo(¢)d'; _

+ +Kr/·k+"··

II X;(¢) d¢ .

"

(53)

As a(¢). b(~) and d(~) are zero mean stochastic processes. and further k and c arc zero
mean random variables. their derivative processes are also zero mean processes. Hence the
expected value of )." is

<).,,) = )....

The covariance between any two normalized frequencies is given by

(54)

e'l = X[I + II + III + IV + V+ VI + VII + VII I+ IX + X + XI + higher order terms]. (55)

The detailed expressions for the diflcrent terms in the above C.ln be found in the Appendix.
Thus, the complete covariance matrix between ).s can be constructed. From here

onwards the frequency corresponding to the critical load is written as )." for clarity.
Since

(56)

we get from eqn (53),

I rt II f+'X>
Var().,,) = {II, _}2 Jo 0 -"£, S",,(f) 'e'l(~,-~,) [X~(¢d]2

X~(¢) d<;
o
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(57)

This is the variance of the vibration frequency of the column at the point of instability.
Numerical integration is preferable as closed form integration is tedious.

It is obvious that the physical properties E. m and loading g(x) are independent and
so the cross correlations are zero. Corresponding terms are automatically removed from
the above expressions. So. we only have

(58)

(59)

(60)

involved in covariance relationships.

4. ROUNDS FOR EIGENVALUE STATISTICS

f'laving established the covari:'lOces and variances in terms ofspectral density functions
(or autocorrelation functions). we can proceed to establish the bounds for covariances
and variances. Here. the bounds for variances arc established. for clarity. In the sequel.
I'.,,,(~ I - ~ ~). P"h(~ I - ~~) and p.,A~ I - ~~) denote the correl'ltion functions and s,,,,(f). Sbb(f)
and s"Af) denote the normalized power spectral density functions of the respective stech
.lstic fields.

For a given set of values ofa; and af. it is very clear that the variance ofany eigenvalue
is a function of power spectral densities S"". SM and S,IJ. for a system with known variances
of m'lterial properties and loadings. If each of the stochastic fields describing the material
property tluctuations and loadings has a perfect correlation regardless of the physical
separation. i.e./I",,(~,-~~) = PM(~I-~~) = PJA~,-e~) = I. the normalized spectral den
sities s",,(f). SM(f) and S,IJ(f) are direct delt:'l functions and furthermore. s",,(f). SM(f)
and s"Af) concentrate around the point f = O. In this case. the variance of any eigenvalue
becomes.

+<ihG)~a{f (l-e)X~(e)Xo(e) d~T+ (PG)~a;[f X~(e)Xo(e)deT}+Klraf+....
(61)

The other extreme is to consider a perfectly random case. which is known to be a white
noise. In that case. the correlation function is a spike function at the zero separation distance
and the normalized spectral density function is a straight line parallel to the wave frequency
axis. If all three fields are simultaneously considered to be the white noise fields. we have,
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I
saa(f) = Sao = :;-1.-

- u

I
Shh(f) = Sho = 2fu

. I
SJJ(j) = .1'''0 = 2fu

as j~ -- x. (62)

Three different cutoff frequencies can also be used. i.e. h I. j~z and j~J for Saa' Shh and .I'd"

respectively (the limiting case that h -- 0 was discussed above). The corresponding cor
relation functions are, in the limit.

(63)

Using these. the variances of eigenvalues can be obtained easily. But. these correlation
functions result in infinite total power in the wave frequency domain of the random fields.
So. a realistic model will account for the spectral density function as a finite power white
noise or band-limited white noise. In such cases. we have

Now, using eqn (57), we will get

x X:(~ I)Xu(~ dX:;(~1)X"(~ 1 d~ 1 d~1 + (?G)1 a}

x [f X::(~)Xu(~) d~J}+ KIwi + ....

(64)

(65)

However, exponential correlation with one parameter can also be assumed wherein the
first-order autoregressive models could be accommodated to evaluate the bounds. Now. it
is very clear that considering the limiting case of this sine correlation and also considering
a; and al to be equal to zero. the lower bound can be shown to be equal to zero.

5. STATISTICS OF CRITICAL LOADS

For the stability analysis of deterministic nonconscrvatively loaded columns. it has
been proved that one may proceed with the so-called fundamental problem (Leipholz.
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1980). The same is assumed to hold good for the averaged columns. Since the fluctuations of
any point on the boundary of the "Regularity domain" are viewed as random perturbations
consituting an ensemble. stability conclusions are drawn about the averaged problem
response.

The averaged eigenvalue equation is used to determine the critical load qc of the
averaged column. The corresponding eigenvalue is analysed for the statistical description
as above. Since. the load parameter is a function of vibration frequency related through
the eigenvalue which is now rewritten for the stochastic system as

for q = q•• we have

F().. q·) =o.

(66)

(67)

This equation will yield the eigenvalue ;'n(q·). Using the value. vibration modes are obtained
and thus the averaged eigensolutions are now available.

If we know the individual and joint statistics of eigenvalues. it is possible to derive the
st.ltistical description of load parameters through explicit analytical relationships that are
ofclosed form. So. if the monotonic uniq ue relationship between the eigenvalues and critical
load pammeter exists. we can have the inverse relationship.

(68)

where

(69)

In such cases. e10sed form analytical relationships can he written for the prohahility density
function of Cfe. using the standard transformation procedures of mndom variables as

(70)

Similarly. the distribution function of Cfe can be shown to be

FCfe(CfI.q!.q3 .... • lin) = F[{F,Ud ~ qd ... ·• {FI(An ) ~ qn}]

=F;. (F2(q I ).F2(q2) •... .F2(qn»' (71)

For the Lcipholz column. we have the following frequency equation:

1\-1..(0) • M', (0) - M 1(0)' M~(o) = O.

and for the Beck column. we have

(72)

(73)

which are obtained using the c1amped--free boundary conditions. These can be solved
numeric.dly for a specific set of structural parameters. Simulation procedures can be
employed to obtain critical load st'ltistics. based on these equations.

We know. from the dymtmic stability theory. that Beek and Leipholz columns are
flutter systems (i.e. vibration increases in amplitude). The Pfluger column however is a
pseudo-conservative system which is a conservative system of the second kind. For such
columns. the kinetic method of stability investigation need not be used for the averaged
problem. Euler's method can be used. Consider the Pfluger column. The critical loads can
be directly obtained as follows. By setting the fundamental vibration frequency to zero. we
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are representing the static Euler bucJding case. A parameter J.l. is introduced into eqn (17)
so that.

(74)

(75)

and

(76)

Adopting a similar procedure that is used for obtaining the statistics of vibration
frequencies. we get the following expression for the buckling parameter J.I•• For instance. if
only E is random we get

Varl".) ~ {f I }rrr: S_(f)e""'~"'{X;«(,)}'{X;I(,l}'dfd(, d(,.
[X~(~)lz d~

"
(77)

In this manner. the statistical information about the critical loads can very easily be
obtained. It may be noted that the nonlinear transformation involved in the Beck and
Leipholz columns does not appear in the Pfluger case. even though it is subjected to
nonconservative loadings.

6. CONCLUSIONS

The vari'ltional formulation is adopted to get the differential equation and boundary
conditions of a stochastically parametered and stochastically excited column. The per
turbation method is used where the perturbing terms are taken to be the resultants of
stochastic quantities of the system. The non self-adjoint operators arc used within the
regularity domain where the behaviour is entirely self-adjoint. First. the critical load is
calculated using the averaged problem and the corresponding eigenvalue statistics arc
sought. Then. using the frequency equation. the transformation is performed to get the
load parameter statistics. through the explicit analytical relationship. which can be solved
numerically. For the Pfluger column. a direct method of evaluating the statistics of critical
load which does not involve a nonlinear transformation is illustrated. Evaluation of bounds
for free-vibration frequency variability enables the evaluation of bounds for critical load
variability. which is an important practical information. This is so because the evaluation
of exact correl'ltion structures of the input random fields are seldom possible.

The foregoing has also enabled the development of the complete covariance structure
of the frequencies and critical loads of stochastic columns which is lacking even for the
simple conservative cases treated in the literature so far (Hoshiya and Shah. 1971; Shino
zuka and Astill. 1972).
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APPENDIX

X. X I ~ Similar terms li,r the elli:..:ts of h(x). tI(x) ami c.


